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How important is a variable? 	
   Hold on... what does that mean?	



How important is a variable to a model? 	

f1             depends heavily on v      	

f2             doesn’t depend on v      	

Knowing how important a variable is to one model does not tell you 
how important it is in general. 



How important is a variable for an algorithm on a dataset? 	

f1             doesn’t depend on v      	

f2             doesn’t depend on v      	

Knowing how important a variable is to two models does not tell you 
how important it is in general. 

Will I get the same accuracy with and without the variable?  

f3             depends heavily on v      	

Run algorithm get model 
Remove v,  
run algorithm get model 

Turns out there exists 

This analysis would show we don’t need v in order to perform well. 



How important is a variable to any good model? 	

In practice, we’ll restrict to a flexible but restricted function 
class so we can compute and not overfit. 

That’s more like it!  

Try again: 



Define the Rashomon set as the set of good models within F : 

     f	

Rashomon set  

Loss( f, X,Y ) 

{ f : f ∈F  such that Loss( f ,X ,Y ) ≤ ε}
perhaps Loss( f ,X ,Y ) = ( f (x i )− yi

i
∑ )2



Define model reliance of f on v: 
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Permuting a variable: 

Xscramble =  X  = 

Loss( f, X,Y)  
Model Reliance( f, v) =  

Loss( f, Xscramble,Y) 

If Model Reliance( f,v)=2, then Loss doubles if we permute v 

If Model Reliance( f,v)=1, then f does not depend on v. 



Define model reliance of f on v: 

Loss( f, X,Y)  
Model Reliance(f, v) =  

Loss( f, Xscramble,Y) 

Define the Rashomon set as the set of good models within F : 
{f: f     F such that Loss( f, X,Y)        }.  ∈ 

 
≤ϵ    
 

How important is a variable to any good model? 	

What is the model reliance of functions in the 
Rashomon set? 	

≈
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-  Most ML methods have similar 
performance across problems,	

      including interpretable modeling methods.	
-  Race is not useful for predicting 

recidivism, but correlated with criminal 
history.	





        World    
   

Government/COMPAS: Black 
box is necessary. 
 
 
Propublica: COMPAS depends 
on race (after conditioning on 
age and criminal history). 

 
 

Has $$, has *data*  

Zeng et al. (JRSS 2016)	
	
Interpretable models are just 
as good	
	
There’s no need to use race 
after conditioning on age and 
criminal history, so any 
reasonable model wouldn’t 
use it.	
	
Has $0	
	
	

vs.	





COMPAS vs. CORELS 

CORELS:  (Certifiably Optimal RulE ListS, 
with Elaine Angelino, Nicholas Larus-Stone, 
Daniel Alabi, and Margo Seltzer, JMLR 2018) 

COMPAS: (Correctional Offender 
Management Profiling for Alternative 
Sanctions)  
 

Here is the machine learning model: 
 

If age=19-20 and sex=male, then predict arrest 
else if age=21-22 and priors=2-3 then predict arrest 
else if priors >3 then predict arrest 
else predict no arrest 



Prediction of arrest within 2 years 



Prediction of arrest within 2 years 

If age=19-20 and sex=male, then predict arrest 
else if age=21-22 and priors=2-3 then predict arrest 
else if priors >3 then predict arrest 
else predict no arrest 



World      
 
Government/COMPAS: Black 
box is necessary. 
 
Propublica: COMPAS depends on 
race (after conditioning on age 
and criminal history). 
 
Has $$, has *data* 
  

Zeng et al., JRSS, 2016	
	
Interpretable models 
are just as good	
	
There’s no need to use 
race, so any decent 
model wouldn’t use it.	
	
Has $0	
	
	

vs.	



   Propublica created a linear model to approximate COMPAS. 
  Coefficients for age, criminal history, and race were all positive.  

Does that mean race is an important variable for COMPAS?	

f1             depends heavily on v      	

f2             doesn’t depend on v      	

No way! But what does COMPAS actually do?	



COMPAS - Correctional Offender Management Profiling for Alternative 
Sanctions. By Northpointe, Inc.  

Rudin, Wang, and Coker. The Age of Secrecy and Unfairness in Recidivism Prediction. Harvard Data Science Review (Accepted) 



Scatter plot of COMPAS scores vs age for all individuals in Broward County FL. 
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Rudin, Wang, and Coker. The Age of Secrecy and Unfairness in Recidivism Prediction. Harvard Data Science Review (Accepted) 



Outliers                     Outliers                     

Rudin, Wang, and Coker. The Age of Secrecy and Unfairness in Recidivism Prediction. Harvard Data Science Review (Accepted) 



• ProPublica’s analysis isn’t right. But COMPAS’ manual seems wrong. 
So does COMPAS depend on race other than through age and criminal 
history?  

 
Try 1: 

• Subtract off (what we think is) the contribution of age to COMPAS.  

• Then, run machine learning methods with and without race to see if 
they need race to predict COMPAS well. 





• ProPublica’s analysis isn’t right. But COMPAS’ manual seems wrong. 
So does COMPAS depend on race other than through age and criminal 
history?  

 
Try 1: 

• Subtract off (what we think is) the contribution of age to COMPAS.  

• Then, run machine learning methods with and without race to see if 
they explicitly need race to predict COMPAS well. 

Knowing how important a variable is to two models does not tell you 
how important it is in general. 



• ProPublica’s analysis isn’t right. But COMPAS’ manual seems wrong. 
So does COMPAS depend on race other than through age and criminal 
history?  

 
Try 2: 

• Choose a flexible model class. Find the range of Model Reliance of 
functions in the Rashomon set. 	



Define model reliance of f on v: 

Loss( f, X,Y)  
Model Reliance( f, v) =  

Loss( f, Xscramble,Y) 

Define the Rashomon set as the set of good models within F : 
{f: f     F such that Loss( f, X,Y)        }.  ∈ 

 
≤ϵ    
 

How important is a variable to any good model? 	

What is the model reliance of functions in the 
Rashomon set? 	

≈

   
 

If Model Reliance( f, v)=1, then f does not depend on v. 



Define model reliance of f on v: 

Loss( f, X,Y)  
Model Reliance( f, v) =  

Loss( f, Xscramble,Y) 

Define the Rashomon set as the set of good models within F : 
{f: f     F such that Loss( f, X,Y)        }.  ∈ 

 
≤ϵ    
 

Define model class reliance of F on v: 

Model Class Reliance+ (F,v) =     max             Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 

Model Class Reliance_ (F,v) =     min              Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 



• Choose a really flexible model class. Use age, criminal 
history, gender and race as regressors. 

• Choices:  
• Kernel regression,  
• Gaussian kernels with σ cross-validated on a training set,  
• Regularized kernel weights (with parameter cross-validated) 
•  ε for the Rashomon Set as 0.1 ⨉ minimum cross-validated loss. 

• Calculate Model Class Reliance on race and gender.  
  

Fisher, Rudin, Dominici. All Models are Wrong but many are Useful: Learning a Variable's Importance by Studying an 
Entire Class of Prediction Models Simultaneously. 2018 



1.00 

Model Class 
Reliance on Race 
and Gender 

1.73 
1.56 

3.61 

1.77 
1.62 

3.96 

Model Class 
Reliance on Age, 
Criminal History 



World    
  

 
Government/COMPAS: 
Black box is necessary. 
 
Propublica: COMPAS is 
racially biased. 
 
Has $$, has *data* 
  

Zeng et al., JRSS, 2016	
	
Interpretable models are just 
as good	
	
	
There’s no need to use race 
after conditioning on age and 
criminal history, so any decent 
model wouldn’t use it.	
	
Has $0	
	
	

vs.	



However... 
There is a serious disadvantage to complicated proprietary 
models that I haven’t mentioned yet.   

137 factors entered by hand for each survey 

1% error rate → 75% chance of at least one typo 
on a survey 
 









Current State of Affairs 
• Human judges are biased black boxes. 
• COMPAS is a black box, possibly incorrect documentation, not 

reliable. Financial incentives to use black boxes. 
• California is moving towards a no-cash bail system, possibly 

using COMPAS. 
• ProPublica’s seriously flawed analysis still highly cited and 

respected 
• Academic interest in fairness is huge, interest in explainability 

of black boxes is huge…  
  little interest/expertise in interpretability  



CORELS Model: COMPAS: 
 

If age=19-20 and sex=male, then predict arrest 
else if age=21-22 and priors=2-3 then predict arrest 
else if priors >3 then predict arrest 
else predict no arrest 



Behind the scenes 

• Model Class Reliance  
• Optimal Decision Trees 



Define model reliance of f on v: 

Loss(f, X,Y)  
Model Reliance(f, v) =  

Loss(f, Xscramble,Y) 

Define the Rashomon set as the set of good models within F : 
{f: f     F such that Loss(f, X,Y)        }.  ∈ 

 
≤ϵ    
 

Define model class reliance of F on v: 

Model Class Reliance+ (F,v) =     max             Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 

Model Class Reliance_ (F,v) =     min              Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 



Define model class reliance of F on v: 

Model Class Reliance+ (F,v) =     max             Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 

Model Class Reliance_ (F,v) =     min              Model Reliance( f, v)  
𝑓∈Rashomon set (F, ϵ ) 
 

• Fisher et al. (in progress, 2019) contains: 
•  Estimation using U-statistics 
•  Learning theoretic bounds 
•  How to compute MCR efficiently (linear, additive, reproducing kernel Hilbert spaces) 
•  Connections to causal inference 



Behind the scenes 

• Model Class Reliance  
• Optimal Decision Trees 



CORELS: Certifiably Optimal Rule Lists (JMLR, 2018) 
Predictive model for 2 yr recidivism, built from data from Broward County Florida  

Built in <10 seconds, certified to optimality in ~2 minutes, over the space of rule lists. 
 
 

Server with two Intel Xeon E5-2699 v4 (55 MB cache, 2.20 GHz) processors and 448 GB RAM 
 

IF age between 18-20 and sex is male                      THEN predict arrest within 2 years 
ELSE IF age between 21-23 and 2-3 prior offenses THEN predict arrest 
ELSE IF more than three priors                                THEN predict arrest 
ELSE                     predict no arrest. 



IF age between 18-20 and sex is male                      THEN predict arrest within 2 years 
ELSE IF age between 21-23 and 2-3 prior offenses THEN predict arrest 
ELSE IF more than three priors                                THEN predict arrest 
ELSE                   predict no arrest. 

Misclassification error Sparsity 
Usually 0.01 

d =    



Several theorems led to bounds 
Theorem 1: If a rule’s support is less than    , that rule cannot be in an optimal rule list. 
 
Theorem 2: If a rule in the list does not correctly classify at least     fraction of 
observations, that rule cannot be in an optimal rule list. 

Theorem 3: The length of an optimal rule list is bounded by a function of     ,  
 the accuracy of the current best model so far, and  

             the accuracy and length of our current prefix (partial rule list). 

Theorem 4: One-step-lookahead bound: If a prefix's lower bound is within     of the 
best current objective, adding any rules to it will lead to a non-optimal rule list. 

Theorem 5: Equivalent Points Bound: For every set of “equivalent” points, we will 
classify at least the minority label of them wrong. 

Theorem 6: Permutation Bound: Only an optimal permutation of a set of rules can be 
extended to form an optimal rule list. 



[Hu, Rudin, Seltzer. Optimal Sparse Decision Trees, NeurIPS (spotlight) 2019] 

Currently… 



Behind the scenes 

• Model Class Reliance: https://github.com/aaronjfisher/mcr 

• Optimal Decision Trees: https://corels.eecs.harvard.edu 

Fisher, Rudin, Dominici. All Models are Wrong but many are Useful: Learning a Variable's Importance by Studying an 
Entire Class of Prediction Models Simultaneously. https://arxiv.org/abs/1801.01489 , In Progress, 2019 

Angelino et al. Certifiably Optimal Rule Lists for Categorical Data, Journal of Machine Learning Research, 2018. 
 
Hu, Rudin, Seltzer. Optimal Sparse Decision Trees. https://arxiv.org/abs/1904.12847 , NeurIPS, 2019 
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Systems Techniques  

• Custom bit-vector library for rule list evaluation 
• Computational reuse for evaluating multiple lists with similar prefixes 
• Priority queue 
 



Data structures: trie (prefix tree), symmetry-aware map, and queue 
Mine all rules with sufficient support. 
Start with rule lists of size 1.  
While queue of rule lists is not empty: 
    Take current prefix from queue, consider each of its children and check: 

•  length bound 
•  rule accuracy 
•  one step-lookahead bound 
•  equivalent points bound 
•  symmetry-aware pruning 

      If lower bound is higher than current best, prefix is no good.  
      Otherwise add it into queue.      
      If current objective is lower than current best, update and store rule list.  
End while 
Output is optimal rule list (with certificate of optimality) 



CORELS Model: COMPAS: 
 

If age=19-20 and sex=male, then predict arrest 
else if age=21-22 and priors=2-3 then predict arrest 
else if priors >3 then predict arrest 
else predict no arrest 

Thanks 

Fisher, Rudin, Dominici. All Models are Wrong but many are Useful: Variable Importance for Black-Box, Proprietary, or 
Misspecified Prediction Models, using Model Class Reliance. 2018 
 
Jiaming Zeng, Berk Ustun, Cynthia Rudin. Interpretable Classification Models For Recidivism Prediction. Journal of the 
Royal Statistical Society, 2016. 

Cynthia Rudin, Caroline Wang, and Beau Coker. The Age of Secrecy and Unfairness in Recidivism Prediction. 2018 

Elaine Angelino, Nicholas Larus-Stone, Daniel Alabi, Margo Seltzer, and Cynthia Rudin, Certifiably Optimal Rule Lists 
for Categorical Data, Journal of Machine Learning Research, 2018. 


